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Abstract

The consensus view is that capital controls can effectively lengthen the maturity composition of capital
inflows and increase the independence of monetary policy but are not generally effective at reducing net
inflows and influencing the real exchange rate. This paper studies the adjustment dynamics of the real
exchange rate towards its long-run equilibrium and presents empirical evidence that capital controls
increase the persistence of misalignments. Allowing the speed of adjustment to vary according to the
intensity of restrictions on capital flows, it is shown that the real exchange rate converges to its long-run
level at significantly slower rates in countries with capital controls. This result is strongest when the
exchange rate is undervalued and appears to operate primarily via nominal exchange rate dynamics.
In addition, controls on capital inflows have consistently greater effects than controls on outflows. The
results also suggest that flexible exchange rate regimes accelerate the adjustment of disequilibria relative
to managed and fixed regimes.
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1 Introduction

Once considered heretical to the tenets of prudent macroeconomic policy, in recent years capital controls have
regained respectability in official policy circles and received fresh attention among academics as potential
macro-prudential toolsEl In the wake of the global financial crisis and mounting evidence of the destabilizing
effects of unregulated international capital flows, the International Monetary Fund (IMF), previously the
champion of capital account liberalization, reversed decades of official policy recommendations and declared
that capital controls should once again be included in a country’s “policy toolkit.”El At the same time,
as expansionary monetary policy in industrial nations has flooded emerging markets with foreign funds, a
number of countries have imposed restrictions on capital inflows, specifically citing a concern with excessive
exchange rate appreciation and a desire to preserve export sector competitiveness. This shift in opinion
regarding the use of capital controls has taken place along with a growing recognition that some rapidly
industrializing nations, in particular China, have benefitted from so-called “neo-mercantilist” policies and
have used capital controls to deliberately maintain an undervalued real exchange rate.

These calls for the greater use of capital controls to manage the real exchange rate stand at odds with
the empirical literature on the effectiveness of controls, which has not found clear evidence that controls can
influence this variable (for detailed reviews of this literature see Engel (2015) and Magud et al| (2011 ))H
Several empirical studies (Valdés-Prieto and Sotoj, [1998; [Edwards, [1999; De Gregorio et al.l 2000} Gallego
let al. 2002 [Forbes| 2003)) have focused on Chile’s experience with capital controls during the 1990s, which
sought to limit short-term capital flows in order to stabilize the economy and prevent unwanted exchange
rate appreciation. While most of these studies conclude that Chile’s capital controls had a meaningful impact
on the maturity composition of net inflows, the results suggest either a very small and short-term effect on
the real exchange rate (e.g. De Gregorio et al.,[2000), or no significant effect at all (e.g. Gallego et al.| |2002[)ﬁ

Cross-country and case studies of other capital control episodes have reached similar conclusions (Levy-
Yeyati et all, [2008; [Baba and Kokenyne, 2011} [Kleinl, [2012} [Jinjarak et al, [2013}; [Alfaro et al, 2014} [Forbes
et al [2015). For example, Baba and Kokenyne| (2011) look at the effects of capital controls in emerging
markets during three different episodes in the 2000s — the foreign exchange tax in Brazil (2008), and the URRs
in Colombia (2007-08) and Thailand (2006-08) — and one episode of capital outflow liberalization — South
Korea (2005-08). Their results show that controls during the 2000s appear to have successfully altered
the maturity composition and lowered the overall volume of flows in Colombia and Thailand. Controls
also appear to have successfully preserved monetary policy independence in Brazil and Colombia, albeit
temporarily. However, their results provide no evidence that controls in any country were able to successfully
influence the real exchange rate.

This paper presents new empirical evidence on the adjustment dynamics of the real exchange rate towards
its long-run equilibrium in the presence of capital controls. In contrast with previous approaches, I explicitly
model the adjustment dynamics of the real exchange rate as a function of the intensity of capital controls.
Using a large panel of developed and developing countries, I show that capital controls can substantially slow
the speed of adjustment of the real exchange rate towards its long-run level, causing disequilibria to persist

1A growing theoretical literature has shown that capital controls improve welfare in models featuring financial amplification
dynamics arising from collateral constraints (Lorenzoni, [2008} |Jeanne and Korinek} 2010} |Korinek} 2012} |Korinek and Sandri|
|2014} [Davis and Presno), 2014} [Liu and Spiegel, |2015; [Heathcotel [2016). In these types of models, capital flows impose exter-
nalities because private agents fail to internalize the contribution of their borrowing decisions to systemic risk. As a result, the
decentralized equilibrium is characterized by “over borrowing” and is inefficient. Capital controls in this context can be seen
as a Pigouvian tax to force agents to internalize the externality. Capital controls have also been shown to improve welfare in
small open economies with fixed exchange rates and rigid nominal wages (Farhi and Werning, |2013} |Schmitt-Grohé and Uribe,
Forthcoming).
Examples of work by IMF staff articulating this change in opinion are [Ostry et al. (2010), [Ostry et al|(2011b)), and [Ostry]
et al| (2011a). These new perspectives on the role of capital controls became part of the IMF’s “institutional view” late in 2012
(IMF| [2012).
A notable exception is [Erten and Ocampo| (2017), who find that capital account regulations reduce real exchange rate
appreciation and foreign exchange pressure.
41t is worth noting that there exists some evidence that Chile’s capital controls may have had a significant effect on the
nominal exchange rate. [Edwards and Rigobon| (2009) show that capital controls slowed the appreciation of the Chilean Peso
and decreased its volatility.
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for extended periods of time. Specifically, this paper uses panel dynamic ordinary least-squares (DOLS)
to estimate the long-run cointegrating relationship between the real exchange rate and a set of long-run
determinants. This equilibrium relationship is used to calculate the extent of real under or overvaluations
— that is, of disequilibria — which are then imposed on an Error-Correction Model (ECM) to study the
short-run adjustment dynamics towards equilibrium.

The empirical results are consistent with the hypothesis that on average capital controls slow the speed of
adjustment towards the long-run equilibrium and therefore allow real exchange rate disequilibria to persist
for longer periods of time relative to the absence of controls. The point estimates from the baseline model
imply half-lives for the adjustment of disequilibria of roughly 5 years in countries with stringent restrictions
on international financial transactions but as short as 2 years in countries with comparatively open capital
accounts. These results therefore imply considerable differences in real exchange rate adjustment dynamics
between countries depending on the intensity of capital controls. Moreover, these findings do not appear to
be driven by differences in exchange rate regimes and are robust to several extensions, including allowing for
asymmetries between undervaluations and overvaluations, using alternative indexes of capital controls, and
additional forms of error-correction heterogeneity to account for omitted variable bias.

I also present evidence of meaningful asymmetries in real exchange rate adjustment dynamics and the
impact of capital controls. Although overvaluations are on average more persistent than undervaluations,
capital controls appear to have greater traction when the real exchange rate is undervalued and may even
modestly help to eliminate overvaluations. I also find evidence of heterogeneity in the effect of capital con-
trols between flexible and more rigid exchange rate regimes. While capital controls increase the persistence
of misalignments in countries with fixed and intermediate or managed exchange rate regimes, controls appear
to lose their effectiveness under flexible regimes. The results also point to substantial differences depending
on the type of financial flow restriction. Overall, controls on capital inflows appear to have a larger and more
consistently statistically significant impact than do controls on outflows. Disaggregating by financial instru-
ment, controls on equity flows, bonds, collective investments, and foreign direct investment are particularly
effective.

This paper is related to the vast literature on the empirical determinants of exchange rates. While a
detailed review of this literature is beyond the scope of this paper, textbook treatments are provided in |Sarno
and Taylor| (2002, ch. 3-4) and MacDonald| (2007, ch. 8-9). A recent strand in this literature argues that in
the long-run the real exchange rate is pinned down by real fundamentals, including the relative productivity
of the tradable sector (the Balassa-Samuelson effect), the terms of trade, and the net foreign asset position
(Chinn and Johnstonl {1996} |Chinn), 2000; |Cashin et al., 2004} |[Bayoumi et al., 2005; Ricci et al., 2013; Bordo
et al., 2014). Although this literature is diverse, the unifying theme is to treat the real exchange rate as
nonstationary and use cointegration techniques, emphasizing explicit equilibrium relationships.

My results also shed light on the policy issue of real exchange rate misalignment. It has long been
recognized that real overvaluations can negatively impact growth and may precede currency crises. Moreover,
a growing literature has shown that there exists a robust relationship between an undervalued real exchange
rate and faster economic growth (see, for example, |[Rodrik (2008]) and Rapetti et al.|(2012)). These positive
growth effects have been explained through a variety of channels: sectoral misallocation of capital due to
government and market failures (Rodrik, [2008); hidden unemployment in an underdeveloped dual economy
(Razmi et al.l 2012); or learning by doing externalities in the tradables sector (Korinek and Serven 2010).
What all these models have in common, however, is the importance for long-run growth of the tradable
sector and the potential to use undervaluation as a development tool. But how exactly should policymakers
wield this new tool? It is poorly understood how a persistent undervaluation can actually be achieved and
whether restrictions on capital mobility can play a roleE| Another contribution of this paper is therefore
to help fill this gap. The empirical results presented below suggest that capital controls are capable of
promoting real exchange rate undervaluation for extended periods of time, and may therefore serve as an
effective instrument to manage the real exchange rate.

Finally, this paper is also related in spirit and in methodology to a recent literature investigating the

5See |Jeanne| (2012) for an in depth discussion of this point and a theoretical model of real exchange rate undervaluation
with “Chinese-style” capital controls.



persistence of external imbalances under alternative exchange rate and financial regimes. Beginning with
the seminal work by |(Chinn and Wei| (2013)), several papers have used extended AR(1) models of the current
account balance to measure the impact of exchange rate regimes and other monetary and financial policies
on the speed of mean-reversion. These papers have provided conflicting results regarding the impact of
financial openness and exchange rate flexibility. For example, Chinn and Wei| (2013) finds no evidence that
flexibility matters but that financial openness is significantly associated with slower mean-reversion. In
contrast, [Herrmann| (2009)) finds that exchange rate flexibility leads to faster mean-reversion while financial
openness has no discernible effect. [Eguren-Martin| (2015|) reports evidence in support of the link between
flexibility and faster current account adjustment while offering mixed results regarding the impact of financial
openness, which tends to differ according to the nominal exchange rate regime.

Following a different but related approach, Clower and Ito| (2012) examine the determinants of episodes
of “local non-stationarity” in current account dynamics using a Markov-Switching framework that allows
for both mean-reverting and non-stationary regimes. Their results provide evidence that capital account
openness and nominal exchange rate flexibility decrease the persistence of current account imbalances in the
sense that these lower the probability of experiencing an episode of non-stationarity. Although my results do
not directly address the adjustment of current account imbalances, they do provide support for the broader
proposition that the nominal exchange rate regime influences the persistence of disequilibria. In particular,
the results reported below show that real exchange rate misalignments are significantly less persistent in
countries with more flexible exchange rate arrangements.

The remainder of the paper proceeds as follows. Section[2]provides a brief review of the standard empirical
determinants of the real exchange rate and possible theoretical channels. Section [3] describes the dataset
and econometric methodology used in the empirical analysis. Section [4] presents the benchmark results
while section | discusses a series of extensions to the benchmark model, including asymmetries between
undervaluations and overvaluations, as well as heterogeneity between exchange rate regimes. The final
section provides concluding remarks.

2 The Equilibrium Real Exchange Rate and its Determinants

Purchasing power parity (PPP) is perhaps the oldest theory of exchange rate determination and states that
after accounting for the domestic prices of goods and nominal exchange rates, all national currencies should
have the same purchasing powerﬂ This proposition is derived from the Law of One Price (LOP), which holds
that in the absence of frictions such as transaction costs or other barriers to trade, international trade should
cause all identical goods to trade for the same price across markets after converting into a common currency.
Otherwise, it would be possible to profit through arbitrage and thus prices would eventually equalize across
countries. Despite its appealing simplicity, empirical evidence suggests that PPP often fails to hold even as
a long-run proposition (see, e.g., |0’Connell, [1998; Engel, |2000} [Pesaran, 2007)).

A classic explanation for the failure of PPP is the relative productivity channel, which can be traced to
Balassa, (1964)) and |Samuelson| (1964). This is the so-called Balassa-Samuelson effect, which in its simplest
form predicts that countries with higher productivity in the tradable goods sector will tend to have more
appreciated real exchange ratesm Intuitively, consider a small open economy with a tradable and non-
tradable sector. Suppose further that PPP holds but only for tradable goods. Productivity growth in the
tradable sector will tend to raise wages in both sectors and create upward pressure on prices. However, since
the price of tradable goods is pinned down by the world market, this will lead to an increase in the relative
price of non-tradables, or in other words a real exchange rate appreciation.

The Balassa-Samuelson effect has proven remarkably robust since its first test by Balassa (1964)). Two
examples of recent empirical confirmation of the Balassa-Samuelson effect are |Lothian and Taylor| (2008) and
Chong et al|(2012)). Employing a new semi-parametric approach, [Chong et al. estimate the cointegrating
relationship between the real exchange rate and productivity in a panel of 21 OECD countries at a quarterly

6The modern formulation of PPP is due to the Swedish economist Gustav Cassel in the early 20th century but elements of
the doctrine can be traced to as far back as the Salamanca school in 16th century Spain.
7Some authors prefer to refer to this as the “Harrod-Balassa-Samuelson” effect due to early insights from [Harrod| (1933).



frequency. Their novel local projection approach makes it possible to purge the effects of short-run shocks
and frictions and yields strong confirmation of the Balassa-Samuelson effect. [Lothian and Taylor, use nearly
two hundred years of data for the US, UK, and France to test the presence of the Balassa-Samuelson effect in
an explicitly nonlinear framework that allows volatility shifts in the nominal exchange rate across monetary
regimes. Their results suggest that the Balassa-Samuelson effect explains nearly 40 percent of variations in
the sterling-dollar real exchange rate over the whole sample. Additional recent confirmation of the Balassa-
Samuelson effect is provided by Bordo et al. (2014), who use historical data for 14 countries covering four
distinct monetary regimes: the classical gold standard, the war and interwar years, Bretton Woods, and
the post-Bretton Woods managed floats. They show that the traditional Balassa-Samuelson model cannot
explain the small empirical effect of productivity on the real exchange rate or the substantial heterogeneity
in its magnitude across monetary regimes. Modern versions of the model, including those that allow a role
for product differentiation and terms of trade channels, fit the data much better. In particular, plausible
shifts in structural parameters due to changes in monetary regimes can explain the historical variations in
the Balassa-Samuelson effect and help reconcile discrepancies in estimates across countries. [Bordo et al.
conclude: “although the Balassa-Samuelson effect tends to vary across regimes, the evidence suggests that
it is present, and in the long-run the real exchange rate is not constant but conditioned on relative income
levels.”

Another standard long-run determinant of the real exchange rate is the net foreign asset position. Interest
in the impact of net foreign asset holdings on international relative prices dates back at least to the time
of Keynes during the 1920’s debate on the so-called transfer problem. Contemporary textbook models of
an open economy predict a positive relationship between stocks of foreign assets and the relative price of
non-tradable goods (e.g. [Veghl [2013 ch. 4). Since foreign assets represent a claim on tradable goods, an
exogenous increase in foreign assets raises the supply of tradables and should lead to an increase in the
relative price of non-tradables. Early empirical evidence of a positive association between net foreign asset
stocks and the real exchange rate is provided by |Gagnon| (1996]) and [Lane and Milesi-Ferretti| (2004)). More
recent studies that find a positive and significant effect include Ricci et al.| (2013)) and IMF]| (2013).

Changes in the terms of trade can also affect the real exchange rate and may help explain the long-run
failure of PPP. In his 1930 A Treatise on Money, Keynes noted that a major problem with the theory of
purchasing power parity is its neglect of the influence of the terms of trade on the real exchange rate, which
“not only upsets the validity of [its] conclusions over the long period, but renders them even more deceptive
over the short period.. .”E| It is well understood in standard open economy macroeconomic models that
improvements in the terms of trade can lead to a real appreciation of the exchange rateﬂ

Other potentially important determinants of the real exchange rate include government expenditure and
demographic factors, most notably population growth. Government expenditure is expected to influence the
real exchange rate through its effect on aggregate demand and the price level. It may also produce a real
appreciation since public spending tends to be more concentrated on non-tradable goods and services (see,
for example, De Gregorio and Woll, [1994; |Arellano and Larrain, (1996} |Chinnl [2000). Although demographic
factors have not received much attention in the equilibrium real exchange rate literature, higher fertility
may appreciate the real exchange rate by raising consumption associated with child-rearing, which mainly
consists of non-tradables. |Rose et al.|(2009) present a formal model and empirical evidence of this channel.

3 Data and Empirical Framework

In order to estimate the effect of capital controls on the persistence of real exchange rate disequilibria, I
construct a dataset consisting of a balanced panel of 77 countries observed at a yearly frequency over the
period 1980-2011. The sample is largely dictated by data availability and contains a mix of high, middle,

8QOriginally cited by |Cashin et al.| (2004]).

90ne such textbook treatment is|Vegh! (2013} ch. 4), which presents a simple intertemporal model of a small open endowment
economy with three sectors: exportables, importables, and non-tradables. In this simple setup, wealth and intertemporal
substitution effects both lead to a real appreciation following an improvement in the terms of trade and all that is required is
for all goods to be normal.



Table 1: Sample description

Number of countries by World Bank group classifications

Geographic Classification Income Classification
East Asia & Pacific 8 High Income: OECD 24
Europe & Central Asia 2 High Income: nonOECD 9
Industrial 25 Upper Middle Income 19
Latin America & Caribbean 19 Lower Middle Income 17
Middle East & North Africa 7 Low Income 8
South Asia 1
Sub-Saharan Africa 14

Table 2: Summary statistics

Mean  Std. Dev. Min Max

Long-run Variables

Log Real Effective Exchange Rate (RER) 4.668 0.336 3.545 7.685
Log PPP GDP per capita (LNY) 8.997 1.211 6.117  11.212
Net Foreign Assets / Imports (NFA) -1.168 1.887 -15.853  5.989
Short-run Variables
Log Commodity Terms of Trade (T'OT) 4.735 0.351 3.413 6.193
Government Expenditure / GDP (GOV) 0.168 0.057 0.032 0.545
Population Growth (POP) 0.015 0.011 -0.018  0.082
Financial and/or Currency Crises (CRISIS) 0.081 0.274 0 1
Capital Control Indices
Schindler Index — Overall (SCH) 0.276 0.338 0 1
Schindler Index — Inflows (SCH;n) 0.240 0.312 0 1
Schindler Index — Outflows (SCHour) 0.311 0.390 0 1
Schindler Index — Equity (SCHEq) 0.277 0.350 0 1
Schindler Index — Collective Investments (SCHcr) 0.248 0.349 0 1
Inverse Chinn-Ito Financial Openness Index (CHITO)  0.509 0.369 0 1
Klein Episodic Index (KLEIN) 0.056 0.168 0 1

Note: Each variable was obtained from the following sources. REER: IMF International Financial Statistics.
LNY: World Development Indicators. NF A: External Wealth of Nations Database (Lane and Milesi-Ferretti,
2007). TOT: IMF World Economic Outlook Database. GOV: World Development Indicators. POP: World
Development Indicators. C'RISIS: Broner et al| (2013). SCHj: |Fernandez et al.| (2014). KLEIN: |Klein
(2012). CHITO: |Chinn and Ito| (2008).

and low income countries. Table [1| provides a breakdown of the sample composition by geographic regions
and country income groups

Most of the variables come from the IMF’s International Financial Statistics (IFS) and the World Bank’s
World Development Indicators (WDI)E The dependent variable of interest is the natural logarithm of the
real effective exchange rate (RER), which is an index constructed on the basis of a weighted average of
each country’s bilateral exchange rates vis-4-vis its trading partners deflated by its relative price level,
where the weights reflect the importance of trade with each partner. The long-run variables included in
the cointegrating relationship are the following: log PPP GDP per capita (LNY') , and net foreign assets
divided by total imports (N FA). The short-run determinants of the real exchange rate are: log commodity
terms of trade (T'OT'), government expenditure to GDP (GOV), annual population growth (POP), and a
dummy variable for the advent of currency crises (CRISIS). Summary statistics are presented in Table

Naturally, a key consideration is the appropriate measurement of capital controls. In the broadest sense,
capital controls refer to any administrative or market-based restriction on cross-border financial flows. These

10The full set of countries included in the sample are listed in Appendix
11See the note for Table [2| for further details.



can range from outright prohibitions on the ownership of domestic assets by foreigners, to simple taxes on
foreign exchange transactions or international borrowing. Capital controls may also be imposed either on a
small subset of specific assets categories, or across the board, restricting or otherwise regulating international
transactions in all types of financial instruments. A further distinction can be made between controls on
capital inflows — that is, when foreigners acquire domestic assets — and controls on capital outflows — when
domestic residents increase their holdings of foreign assetleI

Measures of capital controls fall into two broad categories: so-called de jure and de facto indexes. De
jure indexes attempt to measure legal or regulatory barriers to international financial transactions while
de facto measures, on the other hand, capture the actually existing level of financial integration in a given
country, often by observing macroeconomic outcomes. The vast majority of de jure-type indexes are based on
information contained in the IMF’s Annual Report on Exchange Arrangements and Restrictions (AREAR), a
yearly publication documenting changes in IMF member country laws and regulations governing international
financial transactions. A major problem with de facto measures of capital controls is that they are potentially
as much an endogenous outcome variable as they are an indicator of restrictions on capital flows. As such,
de facto indexes are poorly suited for empirical studies where the aim is to ascertain the effect of a policy
change since they do not actually measure changes in a government’s intention to restrict flows.

For this reason, I will primarily use the de jure index developed by |Schindler| (2009)), the so-called
“Schindler index”, which is based on detailed textual analysis of the AREAR and has also recently been
updated to cover a larger number of countries and years by |[Fernandez et al.| (2014)). The Schindler index
is an average of the number of international transaction categories with any restrictions for a given year
and country. Thus, the index ranges from zero — indicating that the country has no capital controls on any
category — to one — when a country has controls on every transaction category. For example, between 1995
and 2011 Mexico’s Schindler index averaged 0.5, suggesting that half of all transaction categories had some
form of restriction during that time period. As noted by |Quinn et al.| (2011} in a thorough assessment of the
most common measures of capital controls, the Schindler index is by far the most granular, covering a large
range of disaggregated financial instruments and distinguishing between controls on inflows and outflows.
There is, however, one major drawback of using the Schindler index that is worth noting. The AREAR only
started publishing the detailed country reports on which the Schindler index is based starting in 1995 and
as a result the index is only available in subsequent years. Moreover, because the index is based on textual
analysis, its construction is labor intensive and does not include all IMF member countries. Thus, the sample
used when investigating the short-run adjustment dynamics with capital controls is shorter, spanning 1995
to 2011, and includes less countries (43 compared to the 77 for the long-run analysis).

Figure [1| provides a broad overview of the relative prevalence of capital controls across regions and levels
of development. As can be seen in Panel (a), large differences in the extent of capital account liberalization
persist, on average, across country income groups. Perhaps not surprisingly, OECD countries had the most
open capital accounts throughout the sample, with average restrictions on roughly 10 percent of instrument
categories. In contrast, lower middle income countries had tighter capital controls on the books throughout
the 1995-2011 period, with restrictions on roughly 60 percent of transaction categories. As a group, low
income countries appear to have rapidly liberalized their capital accounts throughout the period, as did
non-OECD high income countries. Large variation in the prevalence of capital controls is also evident across
regions. South Asian economies had the tightest capital controls on average, with restrictions on roughly
75 percent of transaction categories. Latin American and Caribbean countries, in contrast, had nearly the
loosest capital controls, second only to industrialized economies.

The order of integration of each variable was determined using the second generation panel unit root
tests proposed by [Pesaran| (2007). Pesaran’s Cross-Sectionally Augmented Dickey-Fuller (CADF) test tests
the null hypothesis that all panels contain a unit root against the alternative that a fraction of panels are

12In addition to these distinctions, capital controls can also cover a wider and more subtle range of regulations governing
capital inflows. For example, domestic monetary authorities may require firms to deposit a fraction of funds borrowed abroad
in non-interest bearing accounts for a specified period of time. These “unremunerated reserve requirements” or URR, as they
have come to be known, have been used most famously in Chile during the 1990s and in Colombia during the 2000s. Countries
may also enforce so-called “minimum stay” requirements on foreign direct investment, barring the entry of short-term and
potentially speculative investments.



Figure 1: Average intensity of capital controls by income group and region (1995-2011)
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Note: This figure reports the average value of the Schindler index for overall capital controls (SCH) broken
up into the World Bank’s geographic group (panel a) and country income (panel b) classifications. In panel
(a), “Overall” refers to the Schindler index for both controls on capital inflows and outflows while “inflow” and
“outflow”, respectively, refer to the disaggregated indexes for restrictions on capital inflows and outflows.

stationary. Test results are reported in Table [} The CADF tests fail to reject the null hypothesis that
the level of the real exchange rate is non-stationary. This indicates, consistent with the literature discussed
above, that the real exchange rate is likely I(1) and therefore it will be treated as such in the empirical
analysis that follows. The tests also suggest that LNY, NFA and TOT are first-difference stationary. As
such, these are also treated as I(1).

The variables were tested for cointegration using the panel error-correction tests proposed by [Westerlund
(2007) and implemented by Westerlund and Edgerton| (2008]). These tests are derived from a panel error-
correction model that allows for heterogeneity in the error-correction dynamics, including panel-specific
intercepts, trends, and slopes. The test statistics are based on the idea that if the series are cointegrated, the
coeflicient on the error-correction term should be significantly negative. [Westerlund|develops four alternative
statics, two of which are constructed by averaging the estimated coefficients (G,) and t-statistics (G¢) from
each panel-specific error-correction term. The latter two are calculated by pooling observations across panels
and estimating the error-correction term (P, ) and t-statistic (P).

Test results are shown in Table Three of the four test statistics reject the null hypothesis of no
cointegration for the model including RER, LNY, and NF A. Results for the model including the log terms
of trade are inconclusive: only one of the three test statistics rejects the null of no cointegration. This is
consistent with results presented by [Cashin et al.| (2004)), who showed that the real exchange rate may only
be cointegrated with the terms of trade in so-called commodity currency countriesH Given the inconclusive
evidence of a cointegrating relationship, TOT is omitted from the specification of the long-run level.

The cointegrating relationship is estimated using the method of dynamic ordinary least-squares (DOLS)
proposed by Saikkonen| (1991)). As [Saikkonen| shows, the cointegrating relationship can be consistently and
efficiently estimated by OLS adding leads and lags of the first differenced cointegrated variables with Newey-
West heteroskedasticity and autocorrelation consistent (HAC) standard errors. Because RER; ; is an index

13Cashin et al.|(2004) uncover evidence of significant cross-country heterogeneity in the relationship between the real exchange
rate and the terms of trade. They find significant cointegrating relationships between the real exchange rate and the terms of
trade but only in around one third of the countries in the sample. This suggests that the long-run equilibrium exchange rate
is only driven by the terms of trade in so-called “commodity currency” countries. However, for these commodity currencies,
movements in the terms of trade explain a remarkably large amount of the variation in the real exchange rate. Their estimates
imply that nearly 85% of real exchange rate variations are due to the terms of trade.



Table 3: Panel Unit Root Tests

RER LNY NFA TOT
Level FD Level FD Level FD Level FD

t-bar statistic -2.409  -2.981 -1.487 -2.635 -2.090 -3.017 -2.183 -3.344
Zt-bar statistic = -0.790  -6.496 8.070 -2.920 2.181 -6.245 1.462 -10.107

Critical Values for t-bar statistic

1% -2.650  -2.650 -2.650 -2.650 -2.680 -2.680 -2.650 -2.650

5% -2.560  -2.560 -2.560 -2.560 -2.580 -2.580 -2.560 -2.560

10% -2.510 -2.510 -2.510 -2.510 -2.530 -2.530 -2.510 -2.510
Countries 7 7 71 71 64 64 7 7
Years 34 33 33 32 32 31 32 31

Note: Pesaran’s cross-sectionally augmented Dickey-Fuller (CADF) test was implemented in Stata by
Lewandowski| (2006). The CADF test tests the null hypothesis that all panels contain a unit root
against the alternative that a fraction of panels are stationary. All reported test results consider the case
with 2 lags, cross-sectional demeaning, and country-specific deterministic trends. The “t-bar statistic”
diverges to negative infinity under the alternative hypothesis. Exact critical values for each combination
of countries and years are provided. The “Zt-bar statistic” is distributed standard normal under the
non-stationarity null hypothesis.

and does not contain information about the relative level of the real exchange rate, the model includes
country fixed effects. The inclusion of country fixed effects also addresses potential omitted variable bias.
Year dummies are also included to control for common time factors. The estimated long-run equilibrium
equation is given by

P

RER;; =i + oy + Bxis + Z NAT; 1 + €54 (1)

Jj==p

where v; and «; are vectors of country and year fixed effects, respectively, x; ; is a vector of I(1) variables
cointegrated with RER,; ;, and the fourth term on the right hand side is the set of leads and lags of Ax; ;.
The error term e; ; captures short-run deviations from the long-run relationship and can be interpreted as the
extent of real exchange rate disequilibria. A positive e; ; implies the real exchange rate is overvalued while
a negative value implies an undervaluation. To estimate how fast deviations from the long-run equilibrium
are eliminated, the estimated residuals, é;;, are imposed on the error-correction model (ECM) in equation

(2):

ARER;; =0, €11+ alAx; s + Bzip + iy (2)

where
Ot =01+ 0K, ; (3)

The ECM is augmented with a vector of short-run stationary variables z; ;. These include the annual change
in the government expenditure to GDP ratio (AGOV), the log growth of the commodity terms of trade
(ATOT), and a dummy for domestic and/or international financial crises (CRISIS). The coefficient O, ;
measures the speed of adjustment towards the long-run equilibrium and varies across both countries and
years. Consistency between equations and (2) requires O, ; < 0. Otherwise, e; ; would be non-stationary
and therefore RER;; and z;; cannot be cointegrated. The term K;; is a binary variable equal to one for
countries with a “high” amount of restrictions on capital flows and equal to zero otherwise. Rather than
allowing unlimited heterogeneity, the speed of adjustment is modeled as a function of a constant base-rate
f, and an additional term that depends on the intensity of capital controls. Hence, the speed of adjustment



Table 4: Westerlund Panel Cointegration Tests

Panel-specific Pooled
Gt Ga P, P,
RER,LNY -1.705 -3.979 -12.881 -3.995
(0.000)  (0.380)  (0.000)  (0.000)
RER,LNY,NFA -1.753 -3.754 -11.420 -3.631

(0.003) (0.999) (0.001) (0.034)
RER,LNY,NFA,TOT -1.932 -2.463 -11.932 -4.204

(0.043) (1.000) (0.117) (0.533)
Note: This table reports the Z-values from the |Westerlund| (2007)) panel
cointegration tests. The null hypothesis is no cointegration. All tests con-
sider the case with one lag and panel specific intercepts. These tests were

implemented in Stata by |Westerlund and Edgerton| (2008). P-values are
reported in parenthesis.

is captured by the marginal effect of é; , on ARER, ;:

(4)

0é;+-1 01 + 64 if K;; =1 (high capital controls)

OARER, , { 01 if K;+=0 (low capital controls)
If capital controls slow the speed of adjustment and cause disequilibria to persist for longer periods of time,
then ©;+ should be smaller in absolute value when controls are present. This requires 61 < 0, f > 0, and
0;; < 0. In addition, another possibility is that real exchange rate misalignments may not disappear when
capital controls are sufficiently tight. This case would entail ©;; > 0 and implies the absence of cointegration
as long as strict controls remain in place. Intuitively, this would imply that countries with restrictive capital
controls may be able to completely shield themselves against real exchange rate adjustment pressures.

As a first pass, “high” capital controls are defined as values of the Schindler index greater than or equal
to 0.8. This corresponds roughly to the 90th percentile in this sample. Reassuringly, my results are robust to
several different definitions, as well as to an alternative specification treating the intensity of capital controls
as a semi-continuous variable. As an additional robustness check, I also carry out a sensitivity analysis
using a simple threshold model that optimally chooses the threshold cutoff for high and low capital control
regimes

Identification of the effect of capital controls may be confounded by the role of the nominal exchange rate
regime. The exchange rate regime is an important omitted variables because it may directly influence the
persistence of misalignments and is correlated with capital account policies. More rigid or managed regimes
are by definition intended to dampen exchange rate fluctuations or to target specific levels of the exchange
rate. As a result, more fixed regimes place the burden of adjustment towards the long-run equilibrium on
changes in relative prices, which may be sluggish due to nominal rigidities. In addition, capital controls
are often imposed in conjunction with more managed exchange rate arrangements. Therefore, if managed
regimes tend to slow the adjustment of real misalignments, a naive model that omits the exchange rate
regime will overstate the true effect of capital controls.

To address this concern, I rely on the de facto regime classifications constructed by [[lzetzki et al.| (2010).
This index categorizes exchange rate regimes by increasing degrees of flexibility, ranging from hard pegs and
the absence of a national currency on one end of the spectrum, to freely floating on the other end. Following
Eguren-Martin| (2015]), I use this data to construct dummy variables for relatively fixed and more flexible
regimes. Details on the classification scheme and construction of this variable are provided in Appendix
[F] In general, flexible regimes tend to have fewer restrictions on capital flows than do fixed and managed
regimes. Moreover, the average Schindler index is highest in managed regimes, regardless of whether the

14See Appendix [B| for more information.
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Table 5: Long-run cointegrating relationship

Dependent Variable: RER;
1) 2 ()

Log PPP GDP per capita (LNY) 0.213*** 0.192** 0.182**
(0.081)  (0.075)  (0.073)

Net foreign assets / imports (NFA) 0.028*** 0.025**
(0.011)  (0.011)
Log terms of trade (T'OT) 0.089
(0.063)
Error-Correction Model
ét—1 -0.165"**  -0.166™* -0.169"**
(0.021)  (0.022)  (0.022)
Country FE? Yes Yes Yes
Time FE? Yes Yes Yes
Observations 2109 1945 1945
Adj R? 0.526 0.572 0.576

Note: The benchmark DOLS specification includes two leads and two lags of
the differenced long-run explanatory variables. Results are robust to different lag
lengths. The coefficient and standard error estimates for the leads and lags are not
reported. Full results are available upon request. Robust HAC standard errors
are reported in parentheses. *** p<0.01, ** p<0.05, * p<0.1

overall index or subindexes for restrictions on inflows or outflows are considered []

The exchange rate regime indicators are then included in an extended version of the ECM in allowing
for additional heterogeneity in the speed of adjustment depending on the exchange rate regime. The error-
correction term in the extended model is given by:

@it = 91 + 92Ki7t + 93FLEXi7t + 94FIXZ‘¢ + gbwi’t (5)

where FFLEX;; and FIX;; denote, respectively, dummy variables for flexible and fixed exchange rate
regimes, and managed or intermediate regimes are treated as the base category. The term w;; refers to
additional controls for the speed of adjustment, which include country income group dummies to control
for differences in the level of development, and whether or not a country has adopted an inflation targeting
regime.

Putting the pieces together, the empirical strategy is to estimate the long-run equilibrium relationship
and use the residuals to estimate the ECM in . To estimate the effect of differences in capital controls
on the speed of adjustment, the different measures of capital control intensity are interacted with the lagged
residuals. Therefore, a positive and statistically significant coefficient on the interaction term would confirm
the hypothesis. The ECM is augmented with a lagged dependent variable to account for potential persistence
in short-run real exchange rate movements and, in some specifications, I introduce a full set of country and
time dummies to deal with unobservable short-run time-invariant and country-invariant factors. Since the
introduction of a lagged dependent variable in a fixed-effects framework introduces dynamic panel bias
(Nickell bias), these ECMs are estimated using two-step GMM.
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4 Benchmark Results

The results for the benchmark equilibrium real exchange rate level regressions are presented in Table [5} I
consider a variety of specifications for the long-run relationship, including a simple model where the long-run
real exchange rate only depends on log GDP per capita. These results appear in column (1). The coefficient is
positive, indicating that an increase in productivity leads to a real appreciation, and statistically significant
at the one percent level. Its magnitude is also economically significant and consistent with the existing
literature: a one percent increase in GDP per capita leads to roughly a fifth of a percent increase in the
real exchange rate. The specification in column (2), which will serve as the baseline for the error-correction
models estimated below, includes both LNY and N F' A simultaneously. Both coefficients have the expected
signs and are significant at standard significance levels. Consistent with the literature, a higher net foreign
assets position has a statistically significant positive effect on the real exchange rate. In particular, a one
standard deviation increase of NF' A leads to a six percent real appreciation. Next, column (3) considers a
model including the log commodity terms of trade. Although, consistent with the literature, the coefficient
on the terms of trade is positive, the estimate is not statistically significant at standard confidence levels.

To compare with the results below, in each level specification I report the error-correction term for a
simple ECM with homogenous adjustment dynamics. The speed of adjustment is roughly 0.17 in all three
specifications, indicating that, for example, a one percent overvaluation produces a 0.17 percent offsetting
depreciation the following year. These estimates are consistent with previous studies and, in particular, are
very close to those reported by [Ricci et al.| (2013)), who report an adjustment speed of 0.2. As a reference,
these estimated adjustment speeds imply half-lives on average of roughly 3.7 yearsE

The results for the ECM with heterogenous adjustment dynamics in are shown in Table @ The
lagged residual é; ;1 corresponds to the baseline level specification in column (2) of Table |5l As described
above, the ECM is augmented with a lagged dependent variable and, in specifications (5) through (8),
a full set of country and time dummies. Because the combination of a lagged dependent variable and
fixed country effects introduces Nickell bias, these model are estimated using two-step GMM. In addition,
several forms of additional slope heterogeneity in the error-correction dynamics are introduced, including
unobservable differences across country income groups, nominal exchange rate arrangements, and inflation
targeting regimes.

Our main coefficient of interest is for the interaction term between lagged real exchange rate misalign-
ment and the binary measure of capital control intensity, é;+—1 - K;+. The first thing to note is that the
results appear to support the hypothesis that capital controls slow the speed of adjustment towards long-run
equilibrium. Specifically, the interaction term has a positive and significant coefficient that is smaller in ab-
solute value than the coefficient on €, ,_;. Controlling for additional forms of error-correction heterogeneity
strengthens the results, increasing both the size of the point estimates and the probability of rejecting the
null. Moreover, models (3), (4), (7), and (8) provide evidence that not only do capital controls impact the
adjustment dynamics independently of the exchange rate regime, but that exchange rate flexibility matters
in its own right. Specifically, the interaction term for flexibility (é; ;—1-FLEX; ) is negative and statistically
significant, indicating that real disequilibria are less persistent under flexible regimes. In contrast, inflation
targeting does not appear to have a consistently significant impact on the speed of adjustment. These bench-
mark results are robust to using another popular measure of de jure capital mobility: the “Chinn-Ito” index
from |Chinn and Tto| (2008)[""]

Next, Table [7] examines the effects of capital controls under different intensity thresholds of the Schindler
index — columns (1)-(3) — as well as an alternative specification treating capital controls as a continuous
variable — columns (4) and (5). The term K,eqn refers to a dummy variable for countries with a Schindler
index greater than or equal to the sample mean. In models with the continuous capital control intensity,
it is necessary to also introduce the standalone effect of capital controls in order to properly identify the

15See Table in Appendix for summary statistics of the Schindler index by exchange rate regime classification.

16The adjustment speed half-Tife can be calculated as follows. Setting all short-term covariates equal to zero and assuming
no further shocks to the real exchange rate, the half-life is given by: HL = In(1/2)/In(1 + 6), where  is the estimated
error-correction term.

17See Table in Appendix
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Table 6: Benchmark Error-Correction Models

Dependent Variable: ARER,
Two-step GMM

(1) &) () (4) (%) (6) ) (8)
ét—1 -0.291***  -0.468"** -0.484™** -0.513"** -0.316™* -0.497*** -0.475""* -0.508"**
(0.037) (0.067) (0.087) (0.090) (0.037) (0.070) (0.078) (0.082)
éi—1- K 0.152* 0.197***  0.160™* 0.170**  0.255"**  0.301***  0.249"*"  0.246™*"
(0.081) (0.072) (0.081) (0.081) (0.088) (0.077) (0.085) (0.084)
éi—1 - FIX 0.075 0.111 -0.013 0.027
(0.138) (0.142) (0.126) (0.132)
éi—1-FLEX -0.195""  -0.213*" -0.183**  -0.198**
(0.086) (0.083) (0.082) (0.081)
ét—1 - IT 0.116 0.118
(0.067) (0.083)
Controls
Inc. Group Slope? No Yes Yes Yes No Yes Yes Yes
Country FE? No No No No Yes Yes Yes Yes
Time FE? No No No No Yes Yes Yes Yes
Half-Lives (years)
K=0 2.014 1.098 1.046 0.963 1.822 1.008 1.075 0.978
K=1 4.624 2.191 1.766 1.653 10.996 3.174 2.704 2.284
Hy : ©; = 0 (p-value) 0.053 0.005 0.006 0.003 0.449 0.047 0.034 0.016
Observations 643 643 585 585 643 643 585 585
Adj R? 0.267 0.281 0.305 0.308 0.282 0.294 0.315 0.316

Note: Each ECM is estimated using the residuals from the DOLS specification (2) in Table All specifications include
first-differences of the long-run variables LNY and NF A and short-run covariates: GOV, TOT, CRISIS. The base groups
for models including exchange rate regime and income group heterogeneity are, respectively, managed regimes and upper
middle-income countries. The single lag-order was chosen using the AIC and BIC. The list of countries adopting inflation
targeting regimes was taken from |[Roger| (2010). Robust HAC standard errors are reported in parentheses. *** p<0.01, **
p<0.05, * p<0.1.

interaction effect. This inclusion also makes it possible to directly judge whether capital controls influence
the real exchange rate through the error-correction dynamics or as separate short-run effects. Therefore,
models (4) and (5) include both the interaction and the standalone Schindler index.

Incorporating varying degrees of capital control intensity does not alter our conclusions that controls
increase in the persistence of disequilibria. The interaction terms for the presence of capital controls are
positive and significant at standard confidence levels, though the point estimates and significance of the two
different thresholds varies depending on whether or not the exchange rate regime is included. Turning to
the continuous specification in columns (4) and (5), the interaction term is positive and significant at the
1 percent level. In contrast, the standalone short-run effect, though negative in sign, is not significant at
standard confidence levels. Since the Schindler index ranges between 0 to 1, with a one indicating the highest
intensity of capital controls, models (4) and (5) make it possible to judge the speed of error-correction given
intermediate degrees of capital mobility. This is depicted graphically in Figure [2] which shows the speed of
error-correction as a function of the Schindler index.

These estimates imply significant heterogeneity in the speed of adjustment across both countries and
time. To illustrate these differences in speed, Table[6] also reports the estimated half-lives for the persistence
of disequilibria. The real exchange rate converges to its equilibrium level at a very high speed in countries
with relatively low control intensities. For instance, in model (2), which includes country income group
heterogeneity, it takes roughly 1 year for half of a deviation to be eliminated in countries with no controls.
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Figure 2: Error-Correction Speed as a Function of Capital Control Intensity
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Note: This figure depicts the estimated error-correction speed as a function of the Schindler index (SCH):
(:)it =01 + 0y - SCH;¢. The results correspond to the specification from model (5) in Table

On the other hand, the half-life is more than twice as large, at 2.2 years, in countries with tight capital
controls. The differences are even starker in models with country and year fixed effects: the half-life when
controls are strict is as high as 3.2 years.

Taking full advantage of the granularity of the Schindler index, I also examine if controls on some types
of financial instruments are more effective than others. To this end, I construct separate indicator variables
for the presence of restrictions on a wide range of financial instrument categories distinguishing between
restrictions on inflows and outflows. I then estimate separate ECMs with interactions for each instrument
category. The full set of instrument categories considered are: equities, bonds, collective investments, direct
investment, money market instruments, and financial credit. These results are reported in Tables and
in Appendix [A] In general terms, the results imply substantially different adjustment speeds depending
on the type of restriction imposed. For instance, controls on equity flows appear to be particularly effective,
whether inflow or outflow restrictions are considered. Controls on collective investments, on the other hand,
only appear to be effective when inflows are restricted. Moreover, neither money market instruments nor
financial credits appear to have statistically significant effects.

5 Extensions

This section extends the benchmark results in several directions. First, I extend the basic ECM to allow for
asymmetries between real exchange rate overvaluations and undervaluations. Next, I take a closer look at
the role of the exchange rate regime and how it may interact with capital account policies to influence the
adjustment dynamics. Finally, I examine potential theoretical channels through which capital controls may
influence the speed of adjustment.

5.1 Misalignment Asymmetries

While the models I have considered until now treat the effect of capital controls and real exchange rate
adjustment as symmetric, capital controls may be expected to have an asymmetric effect depending on
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Table 7: ECMs with Varying Capital Control Intensities

Dependent Variable: ARER;

(1) ©) () (4) (5)
ét—1 -0.498***  -0.528"**  -0.541***  -0.567"**  -0.587***
(0.078) (0.071) (0.083) (0.084) (0.100)
ét—1 - Kmean 0.175™* 0.106 0.207**
(0.089) (0.090) (0.106)
ér—1 - K 0.237*** 0.105
(0.085) (0.108)
éi—1-SCH 0.310"" 0.361"**
(0.135) (0.136)
SCH -0.022 -0.015
(0.019) (0.020)
Controls
Inc. Group Slope? Yes Yes Yes Yes Yes
Exchange Rate Regime Slope? No No Yes No Yes
Country FE? Yes Yes Yes Yes Yes
Time FE? Yes Yes Yes Yes Yes
Test Hyp: ©; = 0 (p-value)
Mean Ki:/SCHg 0.000 0.000 0.000 0.000 0.000
High Ky /SCH 0.058 0.028 0.014 0.016
Observations 643 643 585 643 585
Adj R? 0.289 0.296 0.323 0.294 0.321

Note: Each ECM is estimated using the residuals from the DOLS specification (2) in Table All
specifications include first-differences of the long-run variables LNY and NF A and short-run covariates:
GOV, LTOT, CRISIS. The base groups for models including exchange rate regime and income group
heterogeneity are, respectively, managed regimes and upper middle-income countries. The single lag-
order was chosen using the AIC and BIC. Robust HAC standard errors are reported in parentheses. ***
p<0.01, ** p<0.05, * p<0.1.

whether the exchange rate is overvalued or undervalued. In particular, if a policymaker’s aim is to maintain
a competitive real exchange rate, successful capital controls should increase the persistence of undervaluations
while facilitating the correction of overvaluations. Moreover, one should expect asymmetries between the
effects of controls on capital inflows and outflows depending on the sign of the misalignment. I now turn to
these issues and present evidence that capital controls do indeed have asymmetric effects and that these are
most pronounced when the real exchange rate is undervalued.

I start with a stripped down AR(1) model for real exchange rate disequilibria that incorporates a “kink”
between overvaluations and undervaluations:

Aéjy = (01 +02K;4) - €ip—1+1{€1—1 >0} - (O3 + 04K 1) - €i0—1 + v2ip + Wiy (6)

where 1{é; ;—1 > 0} is an indicator variable that is equal to one when the real exchange rate is overvalued
and zero otherwise. This entails that, for example, the adjustment speed during undervaluations and with no
capital controls is captured by the coefficient 6;. The change in the adjustment speed when capital controls
are introduced is captured by 6y and by 62 + 64 during undervaluations and overvaluations, respectively.
The different adjustment dynamics based on the intensity of capital controls can be depicted graphically as
a phase-diagram in (é; ,_1, Aé; ;)-space. A dynamically stable equilibrium relationship requires a downward
sloping curve, where steeper slopes correspond to faster adjustment dynamics. This is shown in Figure [3] for
two cases: low capital controls (K ; = 0) and high capital controls (K;; = 1). Whenever &, ;1 < 0 and the
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Figure 3: Misalignment Phase Diagram

(a) Low Capital Controls (b) High Capital Controls

90% C.IL. 95% C.L 99% C.L

Note: This figure depicts the adjustment dynamics of real exchange rate disequilibria in a simple model of the
form: Aé; = (01 4+ 02Kit) - €it—1 + 1{é;t—1 > 0} - (63 + 04K;t) - é;4—1. The left panel (a) considers the low
capital controls regime (K;; = 0) while the right panel (b) depicts the case with high capital controls (K;; = 1).

real exchange rate is undervalued, Aé; ; > 0 and thus the undervaluation is gradually eliminated.

As can be seen in Panel (a), when controls are absent the real exchange rate rapidly adjusts to eliminate
undervaluations while overvaluations appear to be much more persistent, as indicated by the flatter curve
to the right of zero. However, when capital controls are tightened in Panel (b), the adjustment curve is
flatter in the é;+—1 < 0 region and therefore undervaluations are corrected more sluggishly. In contrast,
the adjustment curve actually steepens in the é;;—1 > 0 region following the tightening of controls, which
suggests that overvaluations become less persistent. These results therefore support the idea that capital
controls can help countries “lean against the wind” by increasing the persistence of undervaluations while
helping to avoid an overvaluation.

To assess the robustness of the finding and examine further asymmetries between controls on capital
inflows and outflows, I introduce asymmetries into the error-correction model considered above in equation
. Specifically, the error-correction term now takes the following form:

O =01+ 02K, +1{é; -1 >0} (034 04K, ) + dw; (7)

where, as before, w;; is a vector of control variables to account for additional forms of heterogeneity in the
adjustment dynamics. In addition, I consider models with indicators for controls on capital inflows (Kjy)
and capital outflows (Koyr).

The results from the asymmetric ECMs are reported in Table |8 Starting with the stripped down model
without controls, we can see in column (1) that there exists an asymmetry between overvaluations and
undervaluations, as indicated by the positive and significant interaction term é;_; - 1{é;—1 > 0}. Consis-
tent with the phase-diagram in Figure [3] we can also see evidence of significant differences in the effects of
capital controls depending on whether the exchange rate is undervalued or overvalued. Indeed, the negative
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Table 8: Error-Correction Models with Overvaluation Asymmetries

Dependent Variable: ARER;

(1) &) ®3) 4 (5) (6) (7)
€1 -0.390"**  -0.487***  -0.491*** -0.660"** -0.574"**  -0.660"*"  -0.476"*"
(0.048) (0.075) (0.084) (0.100) (0.102) (0.106) (0.108)
ér—1-1{é,—1 > 0} 0.194** 0.321* 0.391** 0.487*** 0.309* 0.406** 0.244
(0.082) (0.178) (0.174) (0.184) (0.169) (0.181) (0.177)
ér—1- K 0.340"™*  0.334*™*  0.345"*"
(0.097) (0.085) (0.100)
éi—1-1{é1-1 >0} K -0.428*" -0.413** -0.424**
(0.185) (0.193) (0.199)
éi—1- Kin 0.191*** 0.190** 0.179**
(0.067) (0.077) (0.083)
ér—1-1{é—1 >0} - KN -0.130 -0.206" -0.169
(0.107) (0.117) (0.115)
éi—1 - Kour 0.105 0.001 -0.013
(0.069) (0.076) (0.075)
éi—1-1{éi—1 >0} - Kour 0.052 0.163 0.205"
(0.102) (0.115) (0.110)
Controls
Inc. Group Slope? No Yes Yes Yes Yes Yes Yes
Time FE? No No Yes Yes Yes Yes Yes
Short-Run Variables? No No Yes Yes Yes Yes Yes
XR Regime Slope? No No No No No No Yes
Observations 643 643 643 643 643 643 585
Adj R? 0.250 0.262 0.323 0.315 0.315 0.316 0.336

Note: Each ECM is estimated using the residuals from the DOLS specification (2) in Table All specifications include
first-differences of the long-run variables LNY and NF A. The base groups for models including exchange rate regime and
income group heterogeneity are, respectively, managed regimes and upper middle-income countries. The single lag-order
was chosen using the AIC and BIC. 1{-} is an indicator function that is equal to one when the real exchange rate is
overvalued and equal to zero otherwise. Robust HAC standard errors are reported in parentheses. *** p<0.01, ** p<0.05,
* p<0.1.

and significant coefficient for the term é;_; - 1{é;—1 > 0} - K indicates that the asymmetry is statistically
significant. Moreover, since by + 0, < 0, the point estimate for the effect of capital controls during on over-
valuation is actually negative and controls may therefore accelerate the correction of overvaluations, though
the combined estimate is not statistically significant at standard confidence levelleI Failure to reject the
null that 05 + 6, # 0 suggests that capital controls may have no effect on the adjustment dynamics when the
real exchange rate is overvalued, even if it has large and significant effects during an undervaluation. Models
(2) and (3) in Table[§|add increasingly rich sets of controls, including income group slope heterogeneity, year
fixed effects, and the short-run covariates AGOV and ATOT. As can be seen in the table, the estimates
are qualitatively very similar to those reported for the stripped down model in column (1).

Next, models (4)-(7) introduce separate indicators for controls on capital inflows and outflows to examine
if these have asymmetric effects. Controls on capital inflows appear to have a consistent and significant effect
on the persistence of real disequilibria. What is less clear is whether or not they have asymmetric effects
depending on the sign of the misalignment. Although the point estimates on é;_1 - 1{é;—1 > 0} - Ky are

18This can be ascertain through simple F-tests of the null hypothesis that O + 04 # 0. These results are not reported here
but are available upon request.
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negative, these are not statistically significant except for one specification, which is only significant at the 10
percent level. Results are similarly ambiguous for controls on capital outflows. In general, point estimates
for the effects of controls on outflows are not statistically significant with the exception of model (7), where
outflow restrictions appear to be associated with more persistent overvaluations. Overall, these results
provide suggestive, if mixed, evidence of asymmetries between the impact of capital controls on inflows and
outflows depending on whether the real exchange is overvalued or undervalued.

5.2 Exchange Rate Regime Heterogeneity

In this section, I take a closer look at the nominal exchange rate regime and test if capital controls have
different effects on the persistence of misalignments across regimes. This type of heterogeneity could be
important if, for example, capital controls enhance the effectiveness of foreign exchange market interventions
or if policymakers across regimes have different policy objectives or preferences. To this end, I consider
models where the error-correction term is given by:

0, =01 +0SCH; s +03SCH; + - FIX; 4+ +0,5CH; ;- FLEX;  + 05 FIX; ; + 06 FLEX, ; (8)

where, as above, managed or intermediate exchange rate regimes are treated as the base group. Therefore,
the coefficients 03 and 6, measure, respectively, the difference in the effects of capital controls under fixed
and flexible exchange rate regimes relative to a managed regime. If the coefficients f3 and 6, are statistically
significant, this can be interpreted as evidence of heterogeneity in the effect of controls between different
exchange rate regimes. It is also worth noting that the specification in includes the continuous measure
of the Schindler index of capital control intensity, SCH, as in the models reported above in Table[7] This
exercise is similar in spirit to estimates for the persistence of current account imbalances reported by |[Eguren-
Martin| (2015)), which allow for heterogeneity in the effect of financial openness across exchange rate regimes@

As Klein| (2012)) argues, it is potentially important to distinguish between permanent and episodic capital
controls. According to Klein, this is because domestic financial institutions with experience in international
financial markets may find it easier to evade short-term restrictions and taxes on capital flows, rendering
episodic capital controls less effective than long-term ones. Another reason is that the episodic imposition
of capital controls may reflect differences in the underlying motive or policymaker objective function behind
the imposition of capital controls. That is, since episodic controls are by definition temporary, countries may
use them to insulate themselves against short-term shocks as opposed to more long-term structural issues.
Thus, as an additional robustness exercise, I consider the impact of episodic capital controls as defined by
Klein@ The Klein index is simply an episodic counterpart of SC'H that, in line with Klein’s work, excludes
permanent restrictions on capital flows.

Columns (1)-(3) in Table |§| report the results of extended ECMs with exchange rate regime heterogeneity.
The first thing to notice is that, as above, capital controls appear to increase the persistence of real exchange
rate misalignments under managed regimes, as indicated by the consistently positive and significant interac-
tion terms. There is no evidence of significant differences in the effect of capital controls between managed
or intermediate regimes and more fixed regimes, as indicated by the failure to reject the null hypothesis that
the term é;;_1 - SCH - FIX is equal to zero. I do, however, find evidence that capital controls may loose
their effectiveness under more flexible nominal exchange rate regimes. The term é;; 1 - SCH - FLEX is
negative and statistically significant at standard confidence levels in models (2) and (3), which control for
differences in the level of development and for inflation targeting regimes, and include country and year fixed
effects, respectively. In fact, in these models the effect of capital controls under a flexible regime (92 + 94) is
not statistically different frorn zero, as reported at the bottom of Table[9] This suggest that capital controls
may lose their effectiveness when local authorities allow the exchange rate to float.

Results for specifications including episodic capital controls are reported in columns (4)-(6). The key
takeaway from this exercise is that episodic capital controls also appear to slow the speed of adjustment in

19These results are robust to alternative specifications controlling for differences in the adjustment speed due to crises or
sudden stops. These alternative specifications are available upon request.
20The episode dates and instruments covered correspond to those reported in Table A.1 in [Klein| (2012).
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Table 9: Error-Correction Models — Exchange Rate Regime Heterogeneity

Dependent Variable: ARER;
Episodic Controls

(1) (2 (3) (4) (5) (6)
éi-1 -0.203***  -0.702"**  -0.776"** -0.238"**  -0.488"**  -0.463"**
(0.073)  (0.115)  (0.102)  (0.049)  (0.103)  (0.091)
é1-SCH 0.216™*  0.421***  0.650**  0.293"**  0.259"*  0.376"*
(0.107)  (0.098)  (0.097)  (0.099)  (0.121)  (0.148)
éi—1-SCH-FIX -0.106 -0.159 -0.430 -0.005 -0.413 -0.785
(0.434)  (0.370)  (0.351)  (0.696)  (0.578)  (0.544)
é1-SCH-FLEX 0518  -0.801"*  -1.010"**  -0.535 -0.598  -0.813*
(0.347)  (0.349)  (0.315)  (0.400)  (0.415)  (0.316)
SCH -0.017"**  -0.018"**  -0.018 -0.013 -0.016 -0.028
(0.006)  (0.006)  (0.018)  (0.011)  (0.012)  (0.019)
SCH - FIX 0.017 0.018 0.029 0.012 0.023 0.084*
(0.019)  (0.018)  (0.019)  (0.034)  (0.031)  (0.044)
SCH - FLEX -0.039 0.043  -0.080*  -0.054 -0.058  -0.140"**

(0.035)  (0.033)  (0.044)  (0.043)  (0.042)  (0.048)

Controls
Inc. Group Slope? No Yes Yes No Yes Yes
Inflation Target? No Yes Yes No Yes Yes
Country FE? No No Yes No No Yes
Year FE? No No Yes No No Yes
Effect of SCH
FIX =1 (62463  0.110 0.263 0.221 0.288 -0.154 -0.409
(0.421)  (0.371)  (0.349)  (0.688)  (0.570)  (0.516)
FLEX =1 (2 +6s)  -0.302 -0.379 -0.359 -0.242 -0.339 -0.437
(0.321) (0.331) (0.303) (0.378) (0.371) (0.311)
Observations 585 585 585 585 585 585
Adj R? 0.306 0.341 0.353 0.296 0.317 0.340

Note: Each ECM is estimated using the residuals from the DOLS specification (2) in Table All
specifications include first-differences of the long-run variables LNY and NF A and short-run covariates:
GOV, LTOT, CRISIS. The base groups for the exchange rate regime and income group heterogeneity
are, respectively, managed regimes and upper middle-income countries. Due to the combination of a
lagged dependent variable and country fixed effects, models (3) and (6) are estimated with two-step
GMM. Robust HAC standard errors are reported in parentheses. *** p<0.01, ** p<0.05, * p<0.1.
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managed regimes, as indicated by the positive and significant coefficients on the interaction term é;_1 - K.
As with non-episodic controls, there is no evidence of meaningful differences in the effect of controls between
managed and fixed exchange rate regimes. In addition, the evidence regarding the effect of episodic capital
controls under flexible regimes is more ambiguous than for their non-episodic counterparts. Indeed, only one
of the reported specifications yields a statistically significant coefficients for the term é;,_; - SCH - FLEX.

5.3 Nominal Exchange Rate Dynamics and Domestic Inflation

In this final section, I now present suggestive evidence that capital controls primarily affect the real exchange
rate through their impact on nominal exchange rate dynamics. The analysis proceeds in two steps. First, I
unpack how much of the variation in the persistence of disequilibria is due to nominal exchange rate volatility
and how much is attributable to domestic inflation. Second, I then examine reduced form correlations
between capital controls and periods of high exchange rate volatility and inflation through a simple Probit
model controlling for differences in levels of development and exchange rate regimes.

In order to judge the relative impact of nominal exchange rate volatility and inflation on the persistence
of real exchange rate disequilibria, the error-correction term in the benchmark ECM from equation is
modified as follows:

©;+ =01+ 02 - Channel; + (9)

where Channel;; is an indicator variable for high nominal exchange rate volatility or inflation. The idea
is that if the correction of real exchange rate misalignments takes place through nominal exchange rate
and relative price adjustments, countries with higher nominal exchange rate volatility and inflation should
exhibit faster error correction. The coefficient 65 is therefore expected to have a negative sign. Periods of
high nominal exchange rate volatility and inflation are identified using a five year rolling window. Countries
are categorized as “high” if, for example, average inflation over the 5-year period exceeds the sample’s 75th
percentile.

Results are reported for each channel in the upper panel of Table Models (1)-(3) consider error-
correction heterogeneity due to high nominal volatility, while models (4)-(6) consider heterogeneity due to
high inflation periods. As expected, the coefficient 0, is negative for both channels, indicating that greater
exchange rate volatility and high inflation are associated with faster error-correction. Nevertheless, there are
large differences in the magnitude of the point estimates and these are not statistically significant for periods
of high inflation. Although not definitive, this provides some evidence that the correction of real exchange
rate disequilibria occurs largely through nominal exchange rate adjustment.

The next step is to examine if capital controls are associated with either of these two channels. This is
accomplished by way of a standard Probit model with the indicator for either high nominal volatility or high
inflation as the dependent variable and capital controls as the explanatory variable:

PI'(C}LCL’I’LTLGZZ"”KZ'J,E)) = (I)(ﬂo + 51Ki,t75) (].0)

The indicator for the presence of capital controls, K;: s, is appropriately lagged five years to match the
timing of the 5-year rolling window of the Channel; ; variable.

The marginal effects from the Probit models are reported in the bottom panel of Table [I0] where each
specification corresponds in the included controls and channel to the ECM in the panel above. As can be seen
in the table, lagged capital controls have a strong negative correlation with nominal exchange rate volatility.
The results imply that the introduction of capital controls are associated with a reduced probability of
experiencing an episode of high nominal volatility of between -0.125 and -0.222. In contrast, there is no
clear association between periods of high inflation and lagged capital controls. Although clearly these results
should not be interpreted causally, they nevertheless provide suggestive evidence that capital controls slow
the adjustment of real exchange rate disequilibria through nominal exchange rate dynamics.
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Table 10: ECMs with Channel Heterogeneity and Probit Analysis

Channel: Nominal Fxchange Rate Volatility Inflation
(1) (2) (3) (4) (5) (6)
Error-Correction Model
€1 -0.182***  -0.271™**  -0.292***  -0.235***  -0.383***  -0.372***
(0.041) (0.084) (0.073) (0.037) (0.084) (0.099)
é:—1 - Channel -0.285"** -0.256™ -0.270*" -0.128 -0.016 -0.108

(0.084) (0.144) (0.137) (0.098) (0.096)  (0.085)

Observations 628 628 570 628 628 570
Adj R? 0.261 0.260 0.285 0.236 0.243 0.268
Channel Probit Model (MFX)

K5 -0.194**  -0.222"**  -0.125™** -0.020 -0.060 0.032

(0.039) (0.030) (0.019) (0.051) (0.050) (0.049)

Observations 657 610 469 657 610 469
Controls

Inc. Group Slope? No Yes Yes No Yes Yes

XR Regime Slope? No No Yes No Yes Yes

Note: Each ECM is estimated using the residuals from the DOLS specification (2) in Table All
specifications include first-differences of the long-run variables LNY and NFA. The base groups for
models including exchange rate regime and income group heterogeneity are, respectively, managed regimes
and upper middle-income countries. Channel refers to indicator variables for the periods of high exchange
rate volatility or inflation over a 5-year window. The Probit results are reported as marginal effects. Robust
HAC standard errors are reported in parentheses. *** p<0.01, ** p<0.05, * p<0.1.

6 Conclusion

This paper has examined the relationship between capital controls and the real exchange rate. The consensus
among empirical studies on the effects of capital controls is that these enable domestic authorities to maintain
an independent monetary policy and shield countries from short-term, speculative flows. The evidence is
far less conclusive when it comes to limiting the overall volume of flows and influencing the real exchange
rate. Previous studies, however, have largely overlooked the long-run determinants of the real exchange
rate and are therefore misspecified. Taking the determinants of the real exchange rate seriously, I have
presented evidence that capital controls may have very dramatic effects on real exchange rate dynamics,
especially if controls are sufficiently strict. Specifically, controls increase the persistence of real exchange
rate misalignments, and these effects appear to be strongest during an undervaluation.

My results also lend support to the proposition that flexible exchange rate regimes accelerate the ad-
justment of misalignments relative to managed and fixed regimes. In addition, I find some evidence that
controls may lose traction under flexible regimes and that controls appear to operate primarily through the
nominal exchange rate, as opposed to through relative price adjustment. Together, these results suggest
that capital controls should be regarded as complements to traditional forms of exchange rate policy to the
extent that they enhance the ability of managed and fixed exchange rate regimes to slow the adjustment of
the real exchange rate towards its long-run equilibrium.

The broader lesson to take from this study is that capital controls are an effective policy tool for managing
the real exchange rate. In other words, controls can help achieve policy objectives in addition to the macro-
prudential concerns stressed by the recent literature. In particular, capital controls can be of use to countries
seeking to deliberatively maintain a real exchange rate undervaluation. Nevertheless, strictly speaking, the
empirical results presented above to do not explain how an undervaluation is initially achieved but rather
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suggest that the real exchange rate, once already undervalued, will take longer to converge to its long-run
level. How the undervaluation is originally achieved and how this affects the short-run dynamics of the real
exchange rate requires further research.
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A ECMs with Additional Capital Control Measures

This appendix presents additional error-correction models with finer breakdowns of capital control transac-
tion categories. Tables and [A2|report the error-correction term and its interaction with various measures
of capital controls. The ECM specification is the same as the benchmark model reported in column (2) of
Table @ Each specification in Tables and features a different indicator variable constructed from
the Schindler subindexes corresponding to the presence of restrictions on a financial instrument category j.
The full list of instruments reported are: equities, bonds, collective investment instruments, foreign direct
investment, money market instruments, and financial credit.
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B Sensitivity Analysis Using Threshold ECMs

This appendix briefly presents the results from a series of threshold error-correction models intended to
assess the sensitivity of my benchmark results to alternative thresholds for regimes with “high” restrictions
on capital mobility. In other words, instead of a priori specifying the threshold for the Schindler index, the
idea is to determine the threshold with a data-driven criteria. Specifically, these models choose the “optimal”
threshold, denoted as k*, as the value of the Schindler index that minimizes the root mean squared error
(RMSE). This procedure is illustrated for several different specifications in Figure For each specification,
I show the estimated interaction term 6 from model for a wide range of thresholds, as well as the RMSE
corresponding to that threshold value. The RMSE-minimizing threshold is indicated by a red line.

Table[A3|reports the results from ECMs with optimally chosen thresholds for several different measures of
capital controls. As can be seen in the table, the estimated effect of capital controls on the persistence of real
exchange rate misalignments is both qualitatively and quantitatively similar to the benchmark specifications
presented in Section [4]in the main text. Table also reports the value of the RMSE-minimizing threshold,
k*, which in general differs depending on the capital control measure considered.

Table A3: Threshold Error-Correction Models

Dependent Variable: ARER;
K-control measure j: Overall Inflow Outflow Chinn-Ito  Equity Bonds  Col. Invest. FDI

(1) (2) (3) (4) (5) (6) () ®)
€1 -0.470***  -0.393*** -0.455"** -0.266""* -0.377*** -0.411""  -0.385"** = -0.441**"
(0.129) (0.114) (0.143) (0.064) (0.134)  (0.188) (0.129) (0.112)
éi—1-Kj 0.234***  0.350™** 0.139 0.223"* 0.142* 0.174 0.348"** 0.194**
(0.078) (0.129) (0.101) (0.098) (0.084)  (0.108) (0.124) (0.083)
Controls
Inc. Group Slope? Yes Yes Yes Yes Yes Yes Yes Yes
Country FE? Yes Yes Yes Yes Yes Yes Yes Yes
Time FE? Yes Yes Yes Yes Yes Yes Yes Yes
Optimal Threshold (k™) 0.3 0.625 0.25 0.8 0.65 0.65 0.65 0.275
Observations 643 643 643 1185 643 558 643 643
Adj R? 0.261 0.261 0.251 0.226 0.244 0.246 0.257 0.254

Note: Each ECM is estimated using the residuals from the DOLS specification (2) in Table All specifications include
first-differences of the long-run variables LNY and NFA. The optimally chosen threshold to construct the capital control
indicator variable K is reported as k*. All models are estimated using two-step GMM. The base income group is upper
middle-income. Robust HAC standard errors are reported in parentheses. *** p<0.01, ** p<0.05, * p<0.1.
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Figure A1l: Capital control threshold sensitivity analysis

(a) Model 1: Benchmark

(b) Model 2: GMM, inc. group slope

|
<
Sl S
S o = oo
e N .l pomooa_ o]
ST o—0—0—0— o—d \0\0_ T cr°/o\b_,d -—o o5
2 £
R ‘o 4— . 4— . — N J—
£
= \I — = C\“ 4
< | <
T T T T T T T T T ! T T T T T T T T T
0 2 3 4 5 6 8 9 1 0 1 2 3 4 5 6 8 9
Threshold Threshold
2 <
% hall
] =]
= %
% 2
g ge
= ==
2 >
= 2
% | 8 4
; I : 11
= o
2 9 =l 6 © T
LCy_ T T T T T T T T T T T T T T T T T T
0 12 3 4 5 6 8 9 1 0 1 2 4 5 6 8 9
Threshold Threshold
(¢) Model 8: Chinn-Ito index
< ]
£ ="M 0000600 \ Note: This figure reports the estimated interaction
£ oo o term (f2) and root mean squared error (RMSE) for
< . . .
g a wide range of alternative threshold values of capital
ERR control intensity and three alternative model specifi-
< | cations. The optimal threshold £* that minimizes the
' ; | A A | T ] a A A X RMSE is shown for each model in red. Model 1 con-
Threshold siders the benchmark model with no additional slope
g1 heterogeneity. Model 2 includes country income group
slope heterogeneity, year and country fixed effects, and
o is estimated with two-step GMM. Model 3 is the same
o as Model 2 but uses the Chinn-Ito index.
st
=
SR
=]
= |
: LI S
T T T T T T T T T T
0 12 3 8 9 1

4 5 .6
Threshold

90% C.I.

95% C.IL

99% C.I

31



C ECMs with Chinn-Ito Index

This appendix reports the results from estimating the benchmark ECMs using the Chinn-Ito index of financial
openness instead of the Schindler index. To ensure comparability with the benchmark results, I normalize and
use the inverse of the Chinn-Ito index so that it ranges from zero to one, where a greater value corresponds
to less financial openness. As in the benchmark models, I define a regime of “high” capital controls as those
with a normalized Chinn-Ito index exceeding 0.8.

Table A4: Benchmark Error-Correction Models With Chinn-Ito Index

Dependent Variable: ARER;
Two-step GMM

(1) (2) 3) (4) (5) (6) (M) (8)
ét—1 -0.280***  -0.397***  -0.403*** -0.404"** -0.332*"* -0.449"** -0.452*"* -0.450"**
(0.073) (0.093) (0.093) (0.096) (0.074) (0.091) (0.106) (0.111)
i1 K 0.144 0.201™* 0.241** 0.242* 0.189" 0.244** 0.281**~ 0.279*"
(0.098) (0.096) (0.099) (0.105) (0.100) (0.099) (0.109) (0.114)
ér—1 - FIX 0.076 0.077 0.058 0.055
(0.122)  (0.126) (0.124)  (0.129)
éi—1-FLEX -0.038 -0.038 -0.037 -0.037
(0.046) (0.046) (0.042) (0.043)
éi—1 - IT 0.007 -0.026
(0.080) (0.082)
Controls
Inc. Group Slope? No Yes Yes Yes No Yes Yes Yes
Country FE? No No No No Yes Yes Yes Yes
Time FE? No No No No Yes Yes Yes Yes
Half-Lives (years)
K=0 2.109 1.370 1.342 1.340 1.716 1.163 1.153 1.161
K=1 4.722 3.171 3.918 3.925 4.480 3.019 3.702 3.698
Hy : ©3 = 0 (p-value) 0.004 0.001 0.002 0.002 0.005 0.000 0.000 0.000
Observations 1182 1182 1066 1066 1182 1182 1066 1066
Adj R? 0.273 0.292 0.294 0.293 0.268 0.287 0.287 0.286

Note: Each ECM is estimated using the residuals from the DOLS specification (2) in Table All specifications include
first-differences of the long-run variables LNY and NF A and short-run covariates: GOV, TOT, CRISIS. The base groups
for models including exchange rate regime and income group heterogeneity are, respectively, managed regimes and upper
middle-income countries. The single lag-order was chosen using the AIC and BIC. The list of countries adopting inflation
targeting regimes was taken from |[Roger| (2010). Robust HAC standard errors are reported in parentheses. *** p<0.01, **
p<0.05, * p<0.1.
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D Control Group Refinement Using Propensity Score

In this appendix, I present a robustness exercise intended to account for selection bias by refining the
sample used in the estimation of the ECMs to ensure that the countries without capital controls are as
comparable as possible to those with controls. In particular, in the language of the program evaluation
literature, I estimate the propensity score of receiving treatment (imposing capital controls) conditional on
pre-treatment observables. I then use the propensity score to drop countries from the control group with a
very low probability of imposing capital controls. The idea here is that non-treatment countries with a high
propensity score do not systematically differ from treatment countries and as such yield a better comparison
group to judge the causal impact of imposing capital controls.

Let T; denote an indicator for whether or not a country belongs to the treatment group, that is, that it
will impose capital controls at some point in the sample. The propensity score is defined as the probability
of belonging to the treatment group conditional on observables at the beginning of the sample, p(T;|X; 1995),
where X; 1995 is a vector of observables at the beginning of the sample. I estimate the propensity score using
Logit regressions for two alternative models. The first considers a range of pre-treatment macroeconomic
indicators, while the second model conditions treatment on a set of policy and institutional variables. These
are summarized below.

e Model 1: log PPP GDP per capita, net foreign assets as share of imports, extent of real exchange rate
misalignment, government expenditure to GDP ratio, log commodity terms of trade, current account
balance to GDP ratio.

e Model 2: log PPP GDP per capita, current account balance to GDP ratio, nominal exchange rate
flexibility, prior IMF agreement, average inflation over the previous 10 years, any bilateral investment
treaty (BIT) in force.

After estimating the propensity score, I drop control group countries from the sample with propensity
scores below certain thresholds (e.g. dropping all countries for which p(7;) < 0.1). Armed with the refined
sample, I then estimate the benchmark ECM from equation . The results are reported below in Table
for both models and for propensity score cutoffs p(7;) < 0.1, p(T;) < 0.25, and p(T;) < 0.5, representing
increasingly stricter criteria for the selection of the control group sample.

Table A5: ECMs with Refined Control Groups

Dependent Variable: ARER,

Model 1 Model 2
p(T) <01 p(T)<025 p(T)<05 p(T)<01l p(T)<025 p(T)<05
@ 2 3) ) (5) (6)
ér—1 -0.297*** -0.295**~ -0.340*** -0.284*** -0.291**~ -0.309**~
(0.040) (0.046) (0.063) (0.041) (0.046) (0.055)
éi—1- K 0.178"* 0.188"* 0.249*** 0.167** 0.181** 0.201**
(0.085) (0.083) (0.090) (0.085) (0.087) (0.093)
Half-Lives (years)
No K-Controls 1.968 1.986 1.667 2.076 2.012 1.873
With K-Controls 5.497 6.139 7.203 5.586 5.910 6.073
Observations 583 478 313 568 463 359
Adj R? 0.245 0.262 0.318 0.241 0.261 0.281

Note: Each ECM is estimated using the residuals from the DOLS specification (2) in Table All specifications include
first-differences of the long-run variables LNY and NFA. p(T) refers to the estimated propensity score of imposing
capital controls, as defined in the text. Robust HAC standard errors are reported in parentheses. *** p<0.01, **
p<0.05, * p<0.1.
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E Full List of Sample Countries

High Income: OECD - Australia, Austria, Belgium, Canada, Denmark, Finland, France, Germany,
Greece, Hungary, Iceland, Italy, Japan, Luxembourg, Netherlands, New Zealand, Norway, Portugal, Spain,
Sweden, Switzerland, United Kingdom, United States.

High Income: non-OECD — Antigua and Barbuda, The Bahamas, Bahrain, Cyprus, Israel, Malta, Saudi
Arabia, Singapore, Trinidad and Tobago.

Upper Middle Income — Algeria, Brazil, Chile, Colombia, Costa Rica, Dominica, Dominican Republic,
Fiji, Gabon, Grenada, Malaysia, Mexico, Poland, South Africa, St. Kitts and Nevis, St. Lucia, St. Vincent
and the Grenadines, Uruguay, Venezuela.

Lower Middle Income — Belize, Bolivia, Cameroon, China, Céte d’Ivoire, Ecuador, Iran, Lesotho, Mo-
rocco, Nigeria, Pakistan, Papua New Guinea, Paraguay, Philippines, Samoa, Solomon Islands, Tunisia.

Low Income — Burundi, Central African Republic, The Gambia, Malawi, Sierra Leone, Togo, Uganda,
Zambia.
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F Exchange Rate Regime Classification

Data on de facto exchange rate regime classifications was obtained from [Ilzetzki et al.| (2010). Details on
the different classification codes are provided in Table @ Following [Eguren-Martin| (2015)), “fixed” regimes
are defined as those with category codes 1 through 4. “Managed” or “intermediate” regimes are those with
codes 5 through 11, while “flexible” regimes correspond to codes 12 through 14. Countries with code 15,
dual market in which parallel market data is missing, are excluded from the analysis.

Table A6: [llzetzki, Reinhart, and Rogoff| (2010)) de facto exchange rate regime classification

Code

Description

1
2
3

ot

10

11

12
13
14
15

No separate legal tender

Pre announced peg or currency board arrangement
Pre announced horizontal band that is narrower than
or equal to +/-2%

De facto peg

Pre announced crawling peg

Pre announced crawling band that is narrower than
or equal to +/-2%

De factor crawling peg

De facto crawling band that is narrower than or equal
to +/-2%

Pre announced crawling band that is wider than or
equal to +/-2%

De facto crawling band that is narrower than or equal
to +/-5%

Moving band that is narrower than or equal to +/-
2% (i.e., allows for both appreciation and deprecia-

tion over time)
Managed floating
Freely floating
Freely falling

Dual market in which parallel market data is missing.

As noted in the text, Table [A7] provides summary statistics for the Schindler according to the three-way
exchange rate regime classification. In general, flexible regimes tend to have fewer restrictions on capital
flows than do fixed and managed regimes. Moreover, the average Schindler index is highest in managed

regimes.

Table AT7: Schindler index average intensity and standard deviation by exchange rate regime

Capital control measure: Owverall Inflows Outflows
mean sd mean sd mean sd
Exchange Rate Regime
Fixed 0.214 0.316  0.183 0.293 0.245 0.365
Managed 0.329 0.370 0.303 0.344 0.356  0.421
Flexible 0.196 0.243 0.163 0.231 0.230 0.287
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